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ABSTRACT

I’his  p a p e r  surnrnal-izes t h e  end-twmd  {Iesign  o f  a
technology for low cost mission operations. Cost savings
is achieved by reducing the total volume of downlinkd
cngirreering  telemetl ! try decreasing tbc frequency of
telemetry acquisition and the volume of data received per
pass. Arrtenna  resources are conserved and the antenna
scheduling process can be more esaily automated. The
technology is being developed for upcoming deep space
missions, including initial flight validation on the Deep
S1uice  One mission to [)c launched in July (If 1998. This
paper provides an overview of the beacon monitor
operations approach and describes the design of key flight
and ground components of the technology.

1. INTRODUCTION

The beacon monitor operations technology was
c o n c e i v e d  in  response to a ncd to lower  the cost of
mission operations for NASA’s planned mission to Pluto.
Since the spacecraft was to be highly ‘autonomous’, it
seemed logical to leverage enhanced cmbo.ard capability to
allow the spacecraft to determine when telemetry downlink
should occur. Reducing the frequency and volume of
downlinkl engineering data would enable mission
operations to be carried out with less staff and would  ~ILKX
the loading on an already highly constrained Ikcp Space
Network (l>SN).  [1] [2]

l:rorn  an operations perspective, it is not viable to
clmi nate telemetry tracking altogether. A much more
appeal ing approach is to have the spacecmf[ cent inrmusl y
transmit one of four tones that indicate how urgent it is to
triick the spacecraft for teleme.tr-y. Since no telemetry is
niodulatcd with these tones, the detection schcmc  is simple
and the ground station can be operated at very low cost,
Tones provide the necessary assurances that the mission is
proceeding as planned while conditions are nominal. When
an anomaly occurs the tone systen~ facilitates quick
intervention.

In order to create a complete solution, certain ground
and flight components must be present in the end-tcwmd
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design. One technology component is a capability for
.gcnerating summaries of engineering data onbo.ard the
slmcecraft. These sunlnl:tries are needed to qu irkl y provide
optxators with data associated with important spacecraft
events when telemetry downlink is necessary. Another
t[(l~nology component for NASA mission. is a new
approach to scheduling DSN antennas bawd on events
rather than pre-negotiated agreements.

The beacon monitor technology has been manifeskzi
for flight validation on the l~eep Space One mission as the
11.,.on Monitor Oper-ati )IIS Experiment (Ilhl(JY). This
activity is currently the fbcal point in developing the
technology. Funding for development of key aspects of the
end-t~end design has come through alignment of several
technology development efforts within the JPI.
community. All of the BMOX component technologies
and the operational concept will be validated during 1X3-1
operations. Validation objectives fall into the following
categories: (1) Onboard engineering summary ckla
generation, and visualization, (2) Tone selection,
transmission, and detection, (3) Multi-mission ground
support, and (4) Operations concept demonstration and
assessment. A detailed set of experiments has been defined.
As the mission progresses, BMOX component
technologies and the operations concept will be gradually
validated and will be made available for use in baseline
IJS 1 operations. The ~oal is to provide some ~alrre.added
to mission operations
c:ipahility for full-up
mission.

2. OI’ILRATIONS

during tl~e prime mission and a
beacon operations in extencid

Ikxicon monitor c)pcrations is most suited to mission
c[ uise phase or other iow-activi[y periods. A mission
wouid likely transition gradualiy to beacon operations once
routine operations are underway. I’he four tone system
does not represent spacecraft state, but rather the
si~acecraft’s  assessment of how urgent it is to track the
spacecraft for telemetry. For this reason, the basic four
tone system described in Table 1 can support any type of
cieep space mission.
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Tone

Nominal

Interesting

Imporlant

Urgent

,.. — . .—
l)cfi .[ ion

Spacecraft is nominal, all functions arc
performing as cxpcctcd  No need to down link
cnginccring  tclcmctry.
An interesting and non-urgent event has occurred
on the spacecraft. Iistablish conlmunication
with the ground if convenient to obtain data
relating to the event, ~xanlpl~: dcvicc reset to
clear error caused by Slit_J or other transient
event
The spacecraft needs servicing. Communication
with the ground needs to be achieved wi[hin a
certain time or the spacecraft state could
deteriorate ancilor critical data could bc lost
~;x~n]~k:  solid state memory near full, nor]-
C[ itical technology hardtvare failure,

~i)acccraft emergency. ;~ critical component of
the spacecraft has failed. The spacecraf[ cannot
:i~l(rrnomou.  sly recover ar)d ground intervention
15 required in]mcdiatcly, fix~n]p~: 1553 bus
failure, PDU failure, SRLJ  failure, IPS gimbal
StUCk.

--No l’onc-
Eleacon mode is not operating, spacecraft
tclecc)m is not Earth-pointed or spacecraft
anomaly prohibited tone from being sent.—.. .

Table 1 Beacon Tone Definitions

Although the flight project determines how frequently to
poll the beacon tone, a rate of once per day is ‘genc[ally
considered optimal. When the tcrnc idicates  that tracking is
required, an antenna is scheduled to retreive the summary.
The duration of this track is short if the summary is small.
If the summary indicates that further action is required,
another track is scheduled to trplink  commands, or retreive
more data. The summarization technology scales with
downlink rate, allowing much larger telemetry summaries
in the early phases of the mission. As operators becrrmc
more comfortable using the summaries, frequency of
nominal tracking and summary size can be scaled-back f{)r
additional cost savings.

3. lrI.IGII’I’ SYS’1’KM llAR1)\YARlt

The responsibility of lligllt hardware is to generate arid
tlansmit beacon signals rcpresenti ng the four t~acon
states. In theory. tl)is function c:in bc suppo[-teci will[ a very
simple transmit sirhsystcnl that has a modulator, an
exciter, an aolplifr  cr. :ind :in antenna, l’hc tclecom
s u b s y s t e m  f o r  space mission in general is Inorc
complicated. The complexity v:irics from one mission to
another and is affected by the coverage requirements, the
number of frequency b a n d s ,  a n d  t h e  rezhrndancy
requirements. F’or  the DS 1 mission, the tclccorn subsystcm
includes a Small Ikcp Space Transponder (SDST),  a 12.5
W X-band solid state power amplifiers (SSPA),  a 2.5 W
Ka-band SSPA, two X-band low-gain antennas (LGA),  and
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orlc dua-freq[j ! X- a n d  Ka-ban IIi.gll-g:iin antcnrta

(ll(;A).  The g:ilrl of ttle }lGA is -25 dl lic gain at X-ban(i
and 27 dllic at Ka-band. ‘f ’he gain of tbc I.CJA is -9 cif]ic.
‘1’ttc  SI)ST is a i~ighly integrated package that inciuclcs a
telcrnctry rnociuiator, exciter, and command detector. TIIC
1)S 1 tciccom subsystem wiii be used to generate and
transmit beacon signais for the cxpcrirncnt,  without
modifications.

The four beacon messages are each represented by a
pair of tones, ccntcred around the carrier. These tones m
generated by i~il:ise&mdulating  ti]c RF carrier by a
squarewave  subcarrier using 90 (iegrees modulation angle.
The carrier wi i i be completely suppressed. The resulting
dowrrlink  spec(r UII)  wiii consist of tones at odd mtr]tipics
of the subcarric :1 cqucncy  above and 1 low the camier. lhe
higher harmonics wiii be ignored; oniy the tones at the
fond amentai fl cqucrtcy wiii be used to represent tbc
transmitted n~cssiige. Ignoring the higtlcl- harmonics resuits
in a slight ioss of signai strength, In return, it makes the
detector rnorc robust in the sense that reliable signai
detection can be achieved without knowing the exact
dowriiink carrier frequency. The SDST has the capability to
generate a wide r angc of subcarrier fr cqucncy to represent
tbc f o u r  b e a c o n  rncssages. IIowcvcr,  the downlink
frequency uncertainty and detector complexity together
constrain the selection of the subcarrier frequencies. Tbc
fr-cqucncy  uncertainty is causal by a combination of on-
board tcrnpcrature variations and unccm-ectcd residual
I )oppler frequency. I~or the Beacon Monitor Experiment,
the four subcan-ier frequencies are 20, 25, 30, and 35 kI{z.
I’hc signai stl-ucture i; shown in Figure 1.

I 11—

11111 1111 f[ c.J$ I C.JI F’c f,.  .J1 Fc +f/

1
B= Frcqucncy  uncertainty

Fc=Carr  ier frequency
fi=Subcarricr frequency for the i* message

IJigore  1 Signal Stroct[ire

4. FI.l(; I1rl’  SYST1thl  SOF’1’}YARE

“1’i)e amount by which bc;icon moni tor ing  reduccx
opcratioms cost dciwncis  largely on the ievei of autonort]y
acilicve4i ontmird the spacecraft. Systems tilat can per fonil
more robust rccovcry from anomaly conditions and provide
flexible onboard data mana,gemcnt can achieve the most
bcnclit from beacon operations. l~ligi~t software for beacon
rnortitc)r operations leverages the trend towards spacecraft
autonomy and “fills in the gaps” by providing additional
flight system functionality.
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‘1’hc two prill ,  lligilt  software  i[ ,ati[)lls v.,l]osc

development has been largely driven by the beacon monitor
technology arc onboard engineering data sll[l]l]):iriz:itic)r~ aJKl

b~;~c~n tone selcclimr. l’he tone select ion rnodulc  is a
software component that inlplernents  the functionality
required to select 10M states breed on spacecraft health
in furmatiorl. The summarization [nodule is a
comprehensive architecture for creating summaries of
engineering data between telemetry downlink  pcriock

4.1 Tone Selcctioo

The tone selector
messages to beacorl tone

module maps fault protection
states. This nl(dulc outputs the

tone state as a tclc, . try packet and a mm .{gc to the Small
Deep Space Transponder to actually set the tone. Ilc
output of the module  can be turned O1:1:.  ON or RIK31~T
by issuing a ground command. 1’OIIC  state always
transitions to a higher level of urgency until reset by a
ground command. The tone selection module for 1> S- 1
consists of 1583 source lines in C and uses 31039  bytes of
memory when compiled for a Power PC series processor.
‘[he processing 10:![I  i~ all in response to ext[{nal  messages
which come at undctcrlni ned intervals (probably less than 1
per second). The processing time for one messsage  is
negligible (on the order of 1-2 msec).

4.2 Onboard  Engineering Data Sumnlarization

I’light software for summarization integrates several
techniques into onc cohesive architecture for providing
operators with information rcquimd to analyze spcecrzift
engineering data. The method for creating the summary
data is highly even-driven and uses the data prioritization
capabilities built into the telemetry management software.
It has been a design goal to integrate the most advanecd
techniques possible into the architecture. Transforms md
adaptive alarm thresholds arc key components of an
architecture for providing operators with top-level surnrnary
statistics, ilnportan[ episode data (higtl-resolution culprii
and causally related data), low-resolution “snapshot”
tclcnwtry,  and user--delined  da[:i

‘1’ransforms

lkrch sensor  wili LISC a selected subset of the five
transfm[ls included in the surlimarir.ation  soflwtire  pack:ige.
Those transforms are: nlinirnum value, rnaxirnurn  value,
n]ean value, first derivative, and second derivative. To
compute the transfom]s,  the raw data from each sensor is
stored in a lag vector of a predetermined length, and the
value of the transform is computed across the vector. lt
should be noted that the first and second derivative
transforlns are not true derivative functions. The first
derivative transform simply computes the rate of change

!ctwcc’n the first ar) fs~ I)oill[s i n  tile J: 1. Sirllilarly
lt~e sc’cond  derivative transforln  calculates thr rate of c}mrge
hetwccn  the difference of the first two values in the vector
and the difl’m-mcc of the last two values i n the vector.
Computing the transforms requires more computational
cycles then straight limit comparison; however, the time
required to perform the matherna[ical operations is
inconsequential.

Using the transforms to determine when an episode
should begin provides more flexibility than simply testing
the raw dat:i against red-line limits. If an ei~isodc were to
begin whenever a sensor value moved above&low  a
certain value, then rc&line  limit sensing would bc
~uf[lcicnt,  This func[i~~tmlity, which is adquate  for many
.cnsors, is still pro,  [cd when we use the ~. iinsforms.  Ily
using the n~axirnurn  and minimum value transforms, we
can duplicate the red-line limit sensing. If the
rll;txilllu rll/rllinirllu  Ill value g o e s  aboveklow the set
boundary, then an episode is started. IIowcver, using the
tl ansforms  also provides this functionality while better
handling some cases, where the traditional method would
either fail or signal false alarms.

In traditional limit sensing, there is no concept of
nlenlory or time in examining values, i.e. an episode
cannot be triggered if a value stays abovehelow  a certain
level for a certain amount of time. IIowever,  this type of
behavior can be captured with the mean wiluc transform. A
value falling below a limit for too long will reduce the
nlean, causing an episode to begin. With traditional
niethods,  an episode would occur anytime the value dropped
below the threshold, possibly leading to many false alarms.

I)uring nominal spacecraft operation, some sensors
rllay change value in a cyclical manner. Traditional limit
sensing would be able to detect when the sensor went
above or below its expected values, but would fail to detect
the anomalous situation where the value did not change. To
handle this case, we could use the first and second
derivative transforms. l:or a constant value, both first and
second derivative functicms would be zero, signaling that an
episode should be triggered. l’hc first derivative would
sho~v that tile v:ilue wasn’t ch:inging.  but if the size of the
la: vector equaled the period of the cyclical sensor, the first
dL’I i vati~’e  w’oLIld  be zero. The second dcr iv:itil’e transform
WL)Llld  ShOV.’  hat the fll”St derivative Was also U1lL’hanging,
vcr-it’ying  that Ihc sensor value was rrlllaining  constant.

Adaptive Alarm Thresholds [3]

The current state-of-the-art in anomaly detection is to
USC limit-sensing, in which the current sensor value is
con]pared against predetermined high and low ‘kx-tines”.
Such red-lines are typically constants across many or ali
mission modes and it is difficult to determine tight limits
which will work well throughout the mission. Thus, to
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id fl c41uC11t falSC .11 Ills, the red-line ,Jlt. Ill[ldc
illll)rccisc, Icading to missed alarms al Id Illiiscd
opportunities for early anonlaly detection.

An alternative to reci-line limits is envelope functions
learned from historical andor  simulated data. In our
approach, limits become dynamically changing values
instead of static constants. These limits are functional
values bawd upon the values of related sensols and ot}ler
factors, such as the current operational mode of the
spacecraft. Although learning precise envelopes can take
longer than determining red-lines, initial loose envelopes
can be learned quickly. With further training, the bounds
can bc incrementally tightened, while still retaining a low
false alarm rate. Since tll(’ Icarned envelopes arc tighter than
I ! lines, they have a n] !] lower missed alanl <I(c. Novel
training methods are being employed to avoid bounds
v,’hicb cause alarms in nominal training data Therefore,
ttlcsc envelopes are 100SL enough to avoid falw alarms,
provided the training and validation data are rcprcscntative.

In order to learn the envelopes, the EI,MER (Envelope
I.earning and Monitoring via Error Relaxation) algorithm
\\ill bc used. For traininr llurposes, E1. MIIR can bc run on
the ground using historical spacecraft data, exatl~ining both
anomaly and nominal data sets in order to dctcnnine
accurate bounds. For certain phases of the 1) S- 1 beacon
monitor experiment, the ground trainer will produce limit
functions for uplink as shown in Figure 2.

I Spacecraft
tclen)ctry I

Clw-1= Updared summary functions
Falter E@ine
(Ground SW) Updated episode limits

I:igure 2 Ground Trainer Software

Flight Software Architecture

The Sumnlarixr  consists of ~ subrout ines:  (!ii[ii

collection and processing, episode, and nlission activity.
The data collection and processing module receives  da(a
frunl  various domain unils via C function calls :ind al)plics
summary techniques to these data, producing surl~n]ary
rncasurds f o r  downi i n k  to the ground. ‘Ihc
San~pler/Sun~nwizcr/ilpisode  identifier module is awakened
once per processing interval (1 sec. for DS- 1 ), at which
time it reads the current value of all the spacecraft chta
items available, computes derived data such as running
minimum, mean and trends, checks the raw and derived data
against upper and lower limits, starts and ends “episodes”
describing out-of-limits conditions, and produces historical
and episodic telemetry. It also responds to spacecraft state
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dc[c[ Illincs which set of Iwunding  limits to U.C. ‘]he
architecture diagram shown in F’igure 3 shows the
in t e r f aces  bctwcmr the subrout ines  ancl the rllajor
constituents of the summaries.

I)ata collection is performed by providing a central
rncrnory  array accessible to all flight software. The various
flight software modules update tile memory array once per
second or whenever the data changes, whichever is less
often. The update is done by direct write, thus the time for
a single update is just a few’ microseconds. The actual
details of the memory write arc hidden from the flight
software developer by providing an enumerakxl  list of data
id’s and a macro. The developer  merely invokes [t IC macro
gi}i):,  the id and the new ~ Iuc.

The episode subroutine looks  for anomalies within the
data aIId surnmarizfis  all da[’~ relevant to the anolil:ily.  The
episode subroutine receives summary and engineering data
internally from the sunln~arizer/san~plcr  module and
compares the data with alarm limits. If the limit is
exceeded, the subroutine spawns a new episode and colleds
past relevant data from surr]rr~:ir-izerkarnpler. The p:ist data
collcctrd  will be 1 minute sulllmaries  that go b:ick episode
length minutes from start of episode. (So a five minute
episode would contain summaries starting 5 minutes before
the episode to 5 minutes after the episode.) At the end of
the episode, the subroutine outputs episode name (out of
limit data II>). high limit, Itow limit, relevant ciata, start
and end times (relevant d:ita is a vector of the 1 minute
surnmarics.)

The mission ac(i vity subroutine determines the overali
spacecraft mode of operation. This determination is used to
choose the appropriate data and Ii mits for a particular
episode in the episode subroutine. For example, solar
ciectric propulsion (SIW) semsor values may be important
while using SIIP, but if the satellite is in RCS controi
mode then SIIP sensor values could be ignored. In
adciition, the ACS rate Ii[nits  rnigbt  be different during
cruise than during a maneuver. As this example points
Out, it is necessary to use the mission activities to
clcterll]inc which data to usc for episocic identification. Ihe
mission activity is intcncicd to bc cxciusive. t~’hcn a ncw
mission nmie  start message is received, the prwious
mission mmic is assumed to have cn(ied.

T h e  sampicr  nmiuic an~i its related data gather ing
module currcntiy consist of 3038 lines of source code and
222,677 bytes of mcnmry on the Power PC series
processors. Activity determination is a rare event mi
processing tirnc is negligible. The once-per-wakeup
processing time for 1) S- 1 averages out to 30nls.

5 .  T O N E  I) E1lCCIION SYSTEhl
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The gi .nd Inonitor statiotl 1~ a fully automa[<
station and i(s operation iS driven so[cly  by schcduk Wkl

predicts. The received signal is first dowmconverted  to I l:,
sampled, digitized, and r~rd~. The digitized signal is
proeesscd  by the signal detector, which performs a non-
coherent detection using Fast Fourier  Transform (l+-r).
The dctcxted signal is then decoded by the Message
Decoder, and the decoded message is then disseminated to
the mission operations team and other users. A block
diagram of the ground monitoring station is shown in
Pigure 4.

L‘-h‘ - --‘- “
LN&A r(t) m Monitoring Dcltclrd

.%mphc,  4 Signal hrc&u# IIn<g a
Dl~ Recardlw rhl’,dor a“<illnr,

(1!1”

Sdwduk,  F’,intlng—
& FrqIUW  1,, -!,<L.

r(t)=  received monitoring signal at IF’ frequency

Figure 4 Monitor Station Block Diagram

The sign~tl  detector contains fou[ tone detectors, onc
for each message. To insure proper signal detection, the
bandwidth of each tone. detwtor must be sufficiently large
to accommodate the frequency uncertainty and fiequcncy
drift of the downlink frequency, i.e., the beacon tones for a
given message will not drift outside of the passband of the
detector for that message. ITast I~ourier  Transform (1~1~)  is
employed to compute the energy of all spectral pairs
having spacing corresponding to the four beacon signals.
Because of oscillator instability, I:ourier transforms cannot
be performed over long time intervals. The total
observation time is divided into short intervals. ITWs are
first performed over these short intervals and then
incoherent y combined after the frequency drift has been
removed. The maximum of the outputs of the four tone
detectors is then selected and compared against a pre-
determined threshold to determine which message has been
received. A block diagram for the signal detector and the
message decoder is shown in Figure 5.

‘l’one Ikt. x,
(Msg. 1)

r(t) L-.
lone ht. xl w Yes

5
(hlsg.  2)

~ + Msg i
MAX

Tone Det. x, {x,) — s
(hlsg. 3) No Signal

;- ~

Tone Lkt. x,
+ (hlsg.  4)

Figure 5 hlonitoring  signal detector and
message decoder
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6. TONE lIAND1.lNG  & R E P O R T I N G

The beacon signal detection and message delivery
system for the DS- 1 experiment is shown in Figure 6.
DSS-26  (a 34m DSN antenna) will double as a monitoring
station as well as a demand access station. The &icon
message is first received and decoded by the remote
monitoring station and subsequently transmitted to the
BMOX team at JPL via a secured link, such as the NASA
Science Internet. BMOX in turn forwards the beacon
message to DS 1 Mission Operations and other end users,
including the Demand Access Scheduler, using e:mail or
pagers. Depending on what message has been received,
different activities will be carried out hy the BMOX team,
the Demand Access Scheduler, the Mission Operations
team, and the DSN station. If the tone indicates that
telemetry tracking is required, [I LC Demand Access
Schcxhrler will schedule a downlink track for the demand
station to rczeive telemetry from the spacecraft. The
Scheduler will notify the BMOX team of the schedule.
BMOX will in turn notify the Mission Operations team
and obtain its approval to carry out the downlink track
triggered by the beacon message. Onc Iound-trip-light-time
prior to the downlink track, a canned command will be
transmitted to the spacecraft by the demand access station
or by another 34111 antenna station to initiate the downlink
pass. The downlink telemetry will be received by the
demand access station, forward to the Mission Operations
and the BMOX teams, and analyzed.

7. SUMMARY DATA VISUALIZATION

Moving to a paradigm where downlink is infrequent
requires new approaches for data handling and visualization
on the ground. The onboard summarization architecture
provides data at variable resolution based on total available
downlink bandwidth and the number of significant episodes
since the last downlink. The operator will need to quickly
locate the high resolution episode data and would likely use
the low resolution (snapshot) data for gaining overall
sys~cm  context. 1[ is also possible to automate the ground
systcm to automatically present the user with data
associated with the episodes that have been identified in the
summaries. Emphasis is currently being placed on
visual iz.ation to support pre-fli~,ht  development testing.
1 ~urncl~-ready  ground systcm displays will be designed and
constructed over the next few months.

8. ANTENNA SCIIEDULING  [4]

Current missions using the Deep Space Network,
negotiate tracking schedules well in advance of the launch
date. While this approach is adequate for missions that
have predefirml tracking requirements, it does not mesh
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wi th  dernm~  ~ucess paradigm of  I)c beacon moni(o RIIF’ERENC  S
approach. Since beacon ~lonitof J ng requires that the
spacecraft initiate trackl ng, antenna schedules must be [1]
formed adaptively. For this reason, automated approaches
for enabling low-cost, adaptive tracking of DSN antennas
are part of the end-tc=md solution. The DSN Advanced
Technology Program is supporting beacon monitor
operations development by providing a dedkakxt  antenna
that can be used for tone detection, telemetry acquisition and [2]
conmland uplink. Th i s  s eg rega t i on  o f  p_xkdul~

missions from beacon monitor missions avoids conflicts in
scheduling paradigms while at the same time evolving a
long-term capability within the DSN to support beacon [3]
monitor operations.

[4]

W y a t t ,  E.J. and J.B. Carraway (1995)  “Beaeon
Monitoring Approach to Spacecraft Mission
Operations” 1st international Symposium on
Reducing the Cost of Spacecraft Ground ,S,ystems and
Operations, Oxfordshire, UK. . “ ] (’);),’

Staehle, RI.., et.al (1997) “Pluto Express: Advanced
Technologies Enable Lower Cost Missions to the
O u t e r  Solar System and Beyond” ,’ ‘ ]’(.  ,,’

(j .{ ,
DeCoste, D. (1997) “Automated Learning and
Monitoring of Limit Functions”, i-SAIRAS ’97.

Chien, S., K. Lam, and Q. Vu, (1997) “Resource
Scheduling for a Network of Communications
Antennas”, Proceedings of the IEEE Aerospace
Conference, Aspen, CO.

I

I

Figure 3 Onboard Engineering Data Summarization
Flight Software Architecture

——...—

Command &
TLM Link

/
/

4

/ I

H

*.- - -
I

I

Beacon I ink ~

1)s 1 %
Spacemft

NPP: Network Planning and Preparation BMOX: Beacon Monitor Experiment
MMC Multi-mission Coordination Computer W.S .=Work  Slali~
● via telephone network or NASA Science In[eme!

Figure 5 Signal detection and message delivery system
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ABSTRACT / “ for telemetry. Since no telemetry  is

The beacon monitor operations technology is aimeu -
decreasing the total volume of downlinked engineering
telemetry by reducing the frequency of downlink and the
volume of data r~eived  per pass. Cost savings is
achieved by rcdrrcing the amount of routine telemetry
processing and analysis pcrfomd by ground staff.
Antenna resources are also conserved so more missions
can be supported with existing ground stations, At the
heart of the concept is a process for allowing the
spacecraft to transmit a tone indicating the urgency of
ground intervention. Technologies for onboard
engineering data summarization and automated ground
antenna scheduling are part of the system design. This
paper provides an overview of technology by describing
the key ftight and ground components. The technology
is mission enabling for planned missions to Pluto and
Europa and flight validation will occur on the New
Millennium Program Deep Space One (DS-1) mission
to be launched in July of 1998.

1. INTRODUCTION

The beacon monitor operations technology was
conceived in response to a need to lower the cost of
mission operations for NASA’s planned mission to
Pluto. Since the spacecraft was to be highly
‘autonomous’, it seemed logical to leverage enhancd
onboard capability to allow the spacecraft to determine
when telemetry downlink should occur. Reducing the
frequency and volume of downlinked engineering data
would enable mission operations to be carried out with
less staff and would reduce the loading on an already
highly constrained Deep Space Network (DSN).  [1] [2]

From an operations perspective, it is not appealing
to simply mandate infrequent tracking. A better
approach is to have the spacecraft continuously transmit
one of four tones that indicate how urgent it is to track

Wyatt/

ith these tones, the ground process is much
J less expensive. Tones provide the

1,-. &surances that the mission is proceeding as
planned while conditions are nominal. When an
anomaly occurs the tone system facilitates quick
response, minimizing impact to the mission timeline.

In order to engineer a complete solution, certain
ground and flight components should be present in the
end-to-end design. One technology component is a
capability for generating summaries of engineering data
onboard the spacecraft. These summaries are neded  to
quickly provide operators with data associated with
important spacecraft events when telemetry downlink is
necessary. Another necessary technology component
for NASA deep space missions is a capability for
scheduling DSN antennas based on events rather than
through pre-negotiated agreements.

The beacon monitor technology has been
manifested for tlight validation on the DS- 1 mission as
the Beacon Monitor Operations Experiment (BMOX).
This activity is currently the focal point in developing
the technology. Funding has come through alignment
of several technology development efforts within the
JPL community. All of the BMOX components and
the operational concept will be validated during DS- 1
operations. Validation objectives fall into the
following categories: (1) onboard engineering
summary data generation, and visualization, (2) tone
selection, transmission, and detection, ( 3 )  nlulti-
mission ground support, and (4) operations concept
demonstration and assessment. A detailed set of
experiments has been defined. As the mission
progresses, BMOX component technologies and the
operations concept will be gradually validated and will
be made available for use in baseline DS- 1 operations.
The goal is to provide some vahre-added to mission
operations during the prime mission and a capability for
full-up beacon operations in extended mission.
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2 .  UYMKA’1’1ONS  CONCMl’’l”

Beacon monitor operations occurs when the
spacecraft is allowed to transmit tones instead of
telemetry. The four tone system does not represent
spacecraft state, but rather the spacecraft’s assessment of
how urgent it is to track for telemetry. For this reason,
the basic four tone system dcscribcd in Table 1 can
support most any type of deep space mission

Tone Definition
Spacecraft is nominal, all functions are

Nominal performing as expected. No need to
downlink engineering telemetry.
An interesting and non-urgent event has
occurred on the spacecraft. 13stablish

Interesting communication with the ground if
convenient to obtain data relating to the
event. ~xample:  device reset to clear
error caused by SEU or other transient
event.
The spacecraft needs servicing.

Important Communication with the ground needs
to bc achieved within a certain time or
the spacecraft state could deteriorate
and/or critical data could be lost.
~: solid state memory near full,
non-critical technology hardware
failure.
Spacecraft emergency. A critical

Urgent component of tbc spacecraft has failed.
The spacecraft cannot autonomously
recover and ground intervention is
required immediately. Bxarnplcs: 1553
bus failure, PDU failure, SRU failure, lPS
gimbal stuck.
Beacon mode is not operating,

- No Tone - spacecraft tclccorn is not 13arth-pointed
or spacecraft anomaly prohibited tone
from being sent.

Table 1 Beacon Tone Definitions

Although the flight project determines how
frequently to poll the beacon tone, a rate of once per day
is generally considered optimal. When the tone
indicates that tracking is required, an antenna is
scheduled to retrieve the summary. If the summary
reveals that further intervention is necessary, another
track is scheduled to uplink commands or retrieve more
data. A mission would likely transition gradually to
beacon operations once routine operations are underway.
The summarization flight software adapts to downlink
rate, allowing much larger telemetry summaries in the
early phases of the mission. As operators become more
comfortable using the summaries, frequency of nominal
tracking and summary size can be scaled-back for
additional cost savings. Summary passes can be much
shorter than the 6-8 hour passes used on traditional deep
space missions, even when larger summaries are
desired.

3, F1,lGH’I’  SYS’1’KM  HA KDWAKh;

The responsibility of flight hardware is to generate
and transmit beacon signals representing the four
beacon states. In theory, this function can be supported
with a very simple transmit subsystem that has a
modulator, an exciter, an amplifier, and an antenna.
The telecommunications subsystem for space missions
in general is more complicated. The complexity varies
from one mission to another and is affected by the
coverage requirements, the number of frequency bands,
and the redundancy requirements. For the DS-1 mission,
the telecom subsystem includes a Small Deep Space
Transponder (SDST),  a 12.5 W X-band solid state
power amplifiers (SSPA), a 2.5 W Ka-band  SSPA, two
X-band low-gain antennas (LGA), and one drraf  -
frequency X- and Ka-band high-gain antenna (HGA).
The gain of the HGA is -25 dBic gain at X-band and 27
dllic at Ka-band. The gain of the LGA is -9 dBic. The
SDST is a highly integrated package that includes a
telemetry modulator, exciter, and command detector.
The DS-1 telecommunications subsystem will be used
to generate and transmit beacon signals for the
experiment, without modifications.

The four beacon messages are each represented by a
pair of tones, centered around the. camier. These tones
are generated by phase-moctulat  ing the RF carrier by a
squarewave  srrbcarrier  using 90 degrees modulation
angle. The carrier will be completely suppressed. The
resulting downlink spectrum will consist of tones at
odd multiples of the subcarrier frequency above and
below the carrier. The higher harmonics will be
ignored; only the tones at the fundamental frwquency
will be used to represent the transmitted message.
Ignoring the higher harmonics results in a slight loss of
signal strength. In return, it makes the detector more
robust in the sense that reliable signal detection can be
achieved without knowing the exact downlink carrier
frequency. The SDST has the capability to generate a
wide range of subcarrier frequency to represent the four
beacon messages. However, the downlink fmqrrency
uncertainty and detector complexity together constrain
the selection of the subcarrier frequencies. The frequency
uncertainty is caused by a combination of on-board
temperature variations and uncorrected residual Doppler
frequency. For the Beacon Monitor Experiment, the
four srrbcarrier  frequencies are 20, 25, 30, and 35 kHz.
The signal structure is shown in Figure 1.
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B=Frequcncy  uncertainty Fc=Carrier frequency

fi=Subcarricr frequency for the i* message

Figure 1 Signal Structure
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4. FLIGH’1’  SYS’1’HM SUH’1’WAKE

The amount by which beacon monitoring reduces
operations cost depmds largely on the level of
autonomy achieved onboard the spacecraft. Systems
that can perform more robust recovery from anomaly
conditions and provide flexible onboard cbta
management can achieve the most benefit from beacon
operations. The two primary flight software
innovations impelmented  through the beacon monitor
development effort are onboard engineering data
summarization and beacon tone selection. The tone
selection module is a software component that
implements the functionality required to select tone
states based on spacecraft health information. The
summarization module is a comprehensive architecture
for creating summaries of engineering data between
telemetry downlink periods.

4.1 Tone Selection

The tone selector module maps fault protection
messages to beacon tone states. This module outputs
the tone state as a telemetry packet and a message to the
Small Deep Space Transponder to actually set the tone.
The output of the module can be turned OFF, ON or
RESET by issuing a ground command. Tone state
always transitions to a higher level of urgency until
reset by a ground command. The tone selection module
for DS-1 currently consists of 1583 source lines in C
and uses 31 Kbytes  of memory when compiled for a
Power PC series processor. The processing load is all
in response to external messages which come at
undetermined intervals (less than l/see). The
processing time for one message is negligible.

4.2 Data Summarization

Flight soflware for summarization integrates
several techniques into one cohesive architecture for
providing operators with information required to analyze
spacecraft engineering data. The method for creating the
summary data is highly event-driven and uses the data
prioritization capabilities built into the telemetry
management software. It has been a design goal to
integrate the most advanced techniques possible into the
architecture. Transforms and adaptive alarm thresholds
are key components of an architecture creating top-level
summary statistics, episode data (high-resolution culprit
and causally related data), low-resolution “snapshot”
telernet~, and user-defined data .

Transfornls

Each sensor will use a selected subset of the five
transforms included in the summarization software
package. Those transforms are: minimum value,
maximum value, mean value, first derivative, and
second derivative. To compute the transforms, the raw
data from each sensor is stored in a lag vector of a

predetermined length, and the value ot the transtorm  is
computed across the vector. It should be noted that the
first and second derivative transforms are not true
derivative functions. The first derivative transform
simply computes the rate of change between the first
and last points in the vector. Similarly the second
derivative transform calculates the rate of change
between the difference of the first two values in the
vector and the difference of the last two values in the
vector. Minimum, maximum, and mean values are
also calculated for the first and second derivative
transforms. Transforms require more computational
cycles than straight limit comparison; however, the
time required to perform the mathematical operations is
inconsequential.

Using the transforms to deterlnine when an episode
should begin provides more flexibility than simply
testing the raw data against red-line limits. If an episode
were to begin whenever a sensor value moved
above/below a certain value, then red-line limit sensing
would be sufficient. This functionality, which is
adequate for many sensors, is still provided when we
use the transforms. By using the maximum and
minirnurn value transforms, we can duplicate the red-
line limit sensing. If the maximumhninimum  value
goes above/below the set boundary, then an episode is
started. However, using the transforms also provides
this functionality while better handling some cases,
where the traditional method would either fail or signal
false alarms.

In traditional limit sensing, there is no concept of
memory or time in examining values, i.e. an episode
cannot be triggered if a value stays above/below a
certain level for a certain amount of time. However,
this type of behavior can be captured with the mean
value transform. A value falling below a limit for too
long will reduce the mean, causing an episode to begin.
With traditional methods, an episode would occur
anytime the value dropped below the threshold,
possibly leading to many false alarms.

During nominal spacecraft operation, some sensors
may change value in a cyclical manner. Traditional
limit sensing would be able to detect when the sensor
went above or below its expected values, but would fail
to detect the anomalous situation where the value did
not change. To handle this case, we could use the first
and second derivative transforms, For a constant value,
both first and second derivative functions would be zero,
signaling that an episode should be triggered.

Adaptive Alartn  Thresholds [3]

The current state-of-the-art in anomaly detection is
to use limit-sensing, in which the current sensor value
is compared against prcdetermirred  high and low “red-
lines”. Such red-lines are typically constants across
many or all mission modes and it is difficult to
determine tight limits which will work well throughout
the mission. Thus, to avoid frequent false alarms, the
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red-lines are made imprecise, leading to missed alarms
- and missed opporkrnities  for early anomaly detection.

An alternative to red-line limits is envelope
functions learned from historical and/or simulated data.
Limits become dynamically changing values instead of
static constants. These limits are functional values
based upon the values of related sensors and other
factors, such as the current operational mode of the
spacecraft. Although learning precise envelopes can take
longer than determining red-lines, initial loose
envelopes can be learned quickly. With further training,
the bounds can be incrementally tightened, while still
retaining a low false alarm rate. Since the learned
envelopes are tighter than red-lines, they have a much
lower missed alarm rate. Novel training methods are
being employed to avoid bounds which cause alarms in
nominal training data, Therefore, these envelopes am
loose enough to avoid false alarms, provided the
training and validation data are representative.

In order to learn the envelopes, the ELMER
(Envelope I,earning and Monitoring via Error
Relaxation) algorithm will be used. For training
purposes, ELMER can be run on the ground using
historical spacecraft data, examining both anomaly and
nominal data sets in order to determine accurate bounds.
For certain phases of the DS- 1 beacon monitor
experiment, the ground trainer will produce 1 imit
functions for uplink as shown in Figure 2.

Downlinked
tele letry

k“

Adaptive Updated summary functions
Filter Engine
(Ground SW) Updated episode limits

Figure 2 Ground Trainer Software

Flight Software Architecture

The summarizer consists of 3 subroutines: data
collection and processing, episode, and mission
activity. The data collection and processing module
receives data from various domain units via C function
calls and applies summary techniques to these data,
producing summary measures for downlink to the
ground. The Sampler/Summarizer/Episode Identifier
module is awakened once per processing interval (1 sec.
for DS- 1 ), at which time it reads the current value of all
the spacecraft data items available, computes derived
data such as running minimum, mean and trends,
checks the raw and derived data against upper and lower
limits, starts and ends “episodes” describing out-of-
limits conditions, and produces historical and episodic
telemetry. It also responds to spacecraft state messages
to determine the current spacecraft activity, which
determines which set of bounding limits to use. The
architecture diagram shown in Figure 3 shows the

Wyatt/

interlaces between the subroutines and the major
constituents of the summaries.

Data collection is performed by providing a central
memory array accessible to all flight software. The
various flight software modules update the memory
array once per second or whenever the data changes,
whichever is less often. The update is done by direct
write, thus the time for a single update is just a few
microseconds.

The episode subroutine looks for anomalies within
the data and summarizes all data relevant to the
anomaly. The episode subroutine receives summary
and engineering data internally from the
summarizer/sampler module and compares the data with
alarm limits. If the limit is exceeded, the subroutine
spawns a new episode and collects relevant data from
the summarizer/sampler. This data is in the form of
one minute summaries that start five minutes before the
episode and end five minutes after the end of the
episode. At the end of the episode, the subroutine
outputs episode name (out of limit data ID), high limit,
low limit, relevant data, start and end times.

The mission activity subroutine determines the
overall spacecraft mode of operation. This determination
is used to select data and limits for a particular episode
in the episode subroutine. For example, solar electric
propulsion (SEP) sensor values may be important
while using SEP, but if the satellite is in RCS control
mode then SEP sensor values could be ignored. In
addition, the ACS rate limits might be different during
cruise than during a maneuver. As this example points
out, it is necessary to use the mission activities to
determine which data to use for episode identification.
The mission activity is intended to be exclusive. When
a new mission mode start message is received, the
previous mission mode is assumed to have ended.

The sampler module and its related data gathering
module currently consist of 3038 lines of source axle
and 222 Kbytes of memory on the Power PC series
processors. Activity determination is a rare event and
processing time is negligible. The once-per-wake up
processing time for DS - 1 averages out to 30ms.

5. TONE DETECTION SYSTEhl

The ground monitor station is fully automated and
its operation is driven solely by schedule and predicts.
The received signal is first down-converted to IF,
sampled, digitized, and recorded. The digitized signal is
processed by the signal detector, which performs a non-
coherent detection using Fast Fourier Transform (FFT).
The detected signal is then dcccdcd by the Message
Decoder, and the deeded message is then disseminated
to the mission operations team and other users. A block
diagram of the station is shown in Figure 4.
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Figure 4 Monitor Station Block Diagram

The signal detector contains four tone detectors,
one for each message. To insure proper signal detection,
the bandwidth of each tone detector must be sufficiently
large to accommodate the frequency uncertainty and
frequency drift of the downlink frequency, i.e., the
beacon tones for a given message will not drift outside
of the passband of the detector for that message. Fast
Fourier Transform (FFT) is employed to compute the
energy of all spectral pairs having spacing
corresponding to the four beacon signals. Because of
oscillator instability, Fourier transforms cannot be
produced over long time intervals. The total observation
time is divided into short intervals. FFTs are first
performed over these short intervals and then
incoherently combined after the frequency drift has been
removed. The maximum of the outputs of the four tone
detectors is then selected and compared against a pre-
determined threshold to determine which message has
been received. A block diagram for the signal dcteetor
and the message decoder is shown in Figure 5.

I---EF
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\ %3 x
DIC

Tone Oct. X3

(hlsg. 3)

L-E+1MAX
{xi)

+

*.
‘o Yesz.c Msg i
g
~
v No Signal
x- No

Figure 5 Nlonitoring  signal detector and
message decoder

6. TONE HANDLING & REPORTING

The beacon signal detection and message delivery
system for the DS- 1 experiment is shown in Figure 6.
DSS-26 (a 34m DSN antenna) will double as a
monitoring station as well as a demand access station.
The beacon message is first received and domded by the
remote monitoring station and subsequently transmitted
to the BMOX team at JPL via a secured link, such as
the NASA Science Internet, BMOX in turn forwards
the beacon message to DS - 1 Mission Operations and
other end users, including the Demand Access
Scheduler, using e:rnail or pagers. Depending on what
message has been received, different activities will be

carried out by the 13M0X team, the Demand Access
Scheduler, the Mission Operations team, and the DSN
station. If the tone indicates that telemetry tracking is
required, the Demand Access Scheduler will schedule a
downlink  track for the demand station to receive
telemetry from the spacecraft. The Scheduler will
notify the BMOX team of the schedule. BMOX will in
turn notify the Mission Operations team and obtain its
approval to carry out the downlink track triggered by
the beacon message. One round-trip-light-time prior to
the downlink track, a command will be transmitted to
the spacecraft by the demand access station or by
another 34nl antenna station to initiate the downlink
pass. The downlink telemetry will be received by the
demand access station, forwarded to the Mission
Operations and the BMOX teams, and analyzed.

7. SUhlMARY  DATA VISUALIZATION

Moving to a paradigm where downlink is
infrequent requires new approaches for data visualization
on the ground. The onboard summarization
architecture provides data at variable resolution based on
total available bandwidth and the number of significant
episodes since the last downlink.  The operator will
need to quickly locate the high resolution episode data
and would likely use the low resolution (snapshot) ck~ta
for gaining overall system context. An incremental
development process is being used with an end vision
to develop automated software that searches the data for
important information identified in the downlink and
guides the operator through analysis of that data.

8, A N T E N N A  SCIIEDULING  [4]

Current missions using the DSN negotiate tracking
schedules well in advance of the launch date. While
this approach is adequate for missions that have pre-
define tracking requirements, it does not mesh with
demand-access paradigm of the beacon monitor
approach. Since beacon monitoring requires that the
spacecraft initiate tracking, antenna schedules must be
formed adaptively. For this reason, automated
approaches for enabling low-cost, adaptive tracking of
DSN antennas are part of the end-to-end solution. The
DSN advanced technology program is supporting
beacon monitor operations development by developing
methods for automated scheduling and providing
dedcated antenna resources that can be used for tone
detection, telemetry acquisition and command uplink.
Segregating pre-schcdulcd  missions from beacon
monitor missions avoids conflicts in scheduling
paradigms while at the same time evolving a long-term
capability within the DSN to support beacon monitor
operations.

CONCLUSION

Concentrating on reducing the downlink
extremely high payoff for deep space missions.

offers
The

Wvatt/ 5 / 6



technology an important. yet practical step in creahng
.$ , advarwd  mission system designs for low c o s t

operations. As an added benefit, this approach is highly
compatible with ongoing work in other areas of
spacecraft autonomy and the benefits from using beacon
monitor operations are enhanced as space systems
become more robust.
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ABSTRACT

This paper describes a technique for measuring trace
quantities of oxygen and moisture contaminants present in
a semiconductor andlor containcrless processing

environment. Monatomic negative oxygen ions, 0-, formed
by electron dissociative attachment through interaction with

the molecular oxygen and water, are measured to infer the
presence of the contaminants. This technique exploits the
fact that the cross section for the reaction is greatly
enhanced at the resonant energy. The device built to
demonstrate this technique combines a small gridded
electron ionizer with a conventional mass spectrometer.
The concentrations of oxygen have been measured using the
method of standard additions by diluting 02 in N2 The

lowest detection limit obtained was 1.2 kHz (0- count rate)

at a concentration of 10-10, corresponding to 0.1 ppb.
Sensitivity calculations for detecting moisture, and electron
and ion trajectory modeling using the SIMION  program rue
presented. The detection of trace quantities of water vapor
was attempted. The difficulties with handling water in the
experiments are also described.

K E Y W O R D S

Oxygen Detector, Moisture Detector, Contamination
Control, Processing Environment, Sub-ppb  Detection,
Mass Spectrornctry,  Resonant Electron Attachment, Ray
Tracing, Reversal Ionizer.

1. INTRODUCTION

Gaseous contaminants such as oxygen, water vapor,
nitrogen and hydrocarbons are often present in
semiconductor device fabrication [Ref. 1 ] and containerless
materials processing [Ref. 2]. Oxygen and water vapor am
some of the most reactive gases and they therefore have the
most adverse effects on the operations. These contaminants
arise as a result of outgassing from hot surfaces or they
may bc part of the impurities in the process gas (even in
commercial ultra-high purity gases). Sources of moisture
arc usually from chamber wall and silicon wafer resorption,
or as reaction by-product. They can cause surface oxide
formation, hence aflccting  the quality of semiconductor
dcviccs; or bccomc unwan ted  nuc l ea t i on  s i t e s  i n
undcrcooling cxpcrimcnts.



The mcasurcmcnt  and control 0! residual oxygen and
n)ois[urc  al (hc sub-pph  ICVCI in semiconductor processing
is crucial to several production lines, such fis the production
ot highly integrated chips (64-Mb and higher DRAMs, fbr
example). The thin film properties can bc irreversibly
allcctcd by Iocalizcd defects caused in the prcscncc  d’ these
contaminants. In the case of rnctal films, the prcscncc of
oxygen and/or rnoisturc  Icads to the formation of an oxide
Iaycr,  causing a decrease in electrical conductivity, a
reduction in optical reflectivity, and corrosion of the metal.
Real-time in-situ contaminant monitoring enables the
deployment of statistical process control to minimize yield
loss.

Most commercial instruments for trace oxygen
mcasurcrncnt  use an elcctrochcrnical  cell as the sensor
clcmcnt. Solid electrolytic detectors have an oxygen
detection limit of around 50 ppb and liquid electrolytic
detectors generally have a lower Iirnit.  Although the
Atmospheric Pressure Ionization Mass Spectrometer
(APIMS) can potentially measure below one ppb level for
many gas species, its complexity, cost, and size limit its
utility. A number of vacuum instrumentation has been used
for monitoring moisture. Ionization gauges and residual gas
(or partial pressure) analyzers are most commonly used.
The exposure of these instruments to moisture during
operation can sometimes seriously affect their performance.
Some sensors determine moisture concentration by
measuring the electrical impedance using aluminum oxide.
The sensitivities of these sensors are claimed to be in the
Iow-ppb range. However, in some operations, even
concentrations below ppb levels have a detrimental effat
on the processing where continuous monitoring is
necessary. More sensitive detectors are therefore highly
desirable.

This paper describes a technique for measuring trace
quantities of oxygen and water vapor at sub-ppb levels that
utilizes the resonant electron attachment method. This
rncthod  exploits the fact that the electron dissociative
attachment cross section is largest at the target resonance
energy, giving a much higher detection sensitivity and
enabling lower concentrations to be measured. It also
dcscribcs the experimental setup for demonstrating this
method. The results for oxygen detection will bc presented,
along with electron and ion trajectory modeling for water
molecules, and the difticultics  with handling water vapor in
the experiments.

2. SENSITIVITY CALCULATION FOR O-
DETECTION FROM Oz

When electrons of appropriate energies collide with

molecular oxygen, negative oxygen ions, 0-, are forrncd
This dissociative electron attachment process can be
cxprcsscd  as:

c“+  o~ao+o-

Thc detection of 0- is used as signature for the prcscncc of
the contaminant molecular oxygen. In order to evaluate the
capability of this tcchniquc and to obtain an estimate of its
detection limit, wc have performed a calculation based on
realistic cxpcrirncntal pararnctcrs applicable to our

experimental set-up. The detected 0- signal count rate, S (in
Hz), from electron attachment to 02 (in single collision
conditions) at the rcsonancc  energy is given by:

S(HZ) = K“II,~V”  II: v:o(E) (Eqn. 1)

where

E is the electron energy, at the resonant dissociative
attachment energy, = 6.8 CV (Figure 1).

o(E) is the cross section for O-production at the

resonance energy =1.34x 10-*8 cm2 [Ref. 3, 4].
Ve is the electron velocity at the resonance energy (6.8

-1eV) = 15.4x 107 cm. s .

ne is the electron density, estimated to bc 2.6x 108 cm-3

for a 50 mA beam.
V is the size of the collision region, which is a spherical

volume, estimated to be - 2x 10-2 cm3.
n~ is the molecular oxygen density at room tcrnperature,

a quantity to be determined.
K is the transmission cocffrcient corresponding to the

quadruple mass efficiency and the loss of ions during
extraction, estimated to be -0.005. This includes the
50% duty cycle.

Assuming a signal rate of 100 Hz is necessary for a
reasonable signal-to-noise ratio one may calculate from
equation 1 the corresponding value of nT in the atmosphere

to be detected:

r+.= 1.86x 107cm-3

This corresponds to a fractional concentration, C, in air of

C = 0.68x 10-12

where

C=n, lrr.
n~ is the rnolccular  oxygen density given above

rt~= NA / V,,, = 2.73x 1019 cn~-3;  where NA is the

Avogadro nurnbcr  (6x 10Zj and V,,, is the molar volume

at standard temperature and pressure (22400 cm3

2



This calculation shows tha( this tcchniquc  is capable,
thcorctictrlly. of detecting oxygen concentrations in the
Sllb-ppt Icvcl.

N
EI.JQ

. .
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Electron Energy (eV)

Fig. 1. Cross section for the formation of O-

02 as a function of electron energy. The
sections are taken from Ref. 4.
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3. SENSITIVITY CALCULATION FOR O-
DETECTION FROM HO

The dissociative electron attachment process for water
vapor can bc expressed as:

e-+ H20~H2+  O-

A similar calculation of the sensitivity for producing 0- in
resonant electron attachment with water molecules was also
performed. The resonant attachment cross section is a curve
with a peak centering around a resonant electron energy of
10.5 eV [Ref. 5]. The maximum cross section value at the

peak is approximately 1.48x 10-*8 cm2 [Ref. 5]. Assuming
all the other parameters to be the same as oxygen above and
again assuming a signal rate of 100 Hz is necessary for a
sigmrl-to-noise ratio of 10 (for an accuracy of 93.390), onc
may calculate, from Equation 1, the water density in the
atmosphere to bc dctectcd:

-3
11.,, = 1.21 x107cnl

This corresponds  (o a tractional conccntratiorr,  C, in air OE

c = ().45X 10-’2

This calculation shows that this tcchniquc is also capable,
theoretically, of detecting wa[cr vapor concentrations in the
sub-ppt  ]CVCt.

4. EXPERIMENTAL DESCRIPTION

An instrument was built to detect the monatomic

negative oxygen ions, 0-, as signature for the presence of
the contaminants. A schematic diagram of the device is
shown in Figure 2. Electrons are produced at the filaments
F’, and arc accelcmtcd through a cylindrical grid G. Within
G is an electrically-isolated stainless steel tube T which is
perforated by several rows of small holes to allow the
oxygen molecules to effuse through.

Potentials on F, G and T arc arranged so that electrons
from F are accelerated towards G, then decelerated and
rcflcctcd near the surface the tube. Around this reversal
region electrons have a range of energies from near-zero to
several eV, depending on the local equipotcntial. Electron
collisions with the oxygen or water vapor effusing through
Tat the appropriate electron energy (6.8 eV for oxygen and
10.5 for rnoisturc)  Icad to the process of dissociative
electron attachment of the contaminant gas species. The

resulting negative ions, 0-, are extracted along the length T
by the extraction cone EC and lens L1. Ions are focused
with a three-clcmcnt lens system L l, L2 and L3 onto the
entrance aperture A of a quadrupolc  mass analyzer (QMA).
They arc dctcctcd with a channel multiplier (CM), amplified
(AMP), and counted by a single-channel scaler with
variable counting time.

The electron acceleration ancl ion extraction are operated
in a pulsed mode with 5070 duty cycle at a repetition rate of
9 kHz. During the “electrons ON” cycle, typically 12 V
potential is appl icd to G. Electrons from F are accelerated
through G towards the grounded T and attach to oxygen or
water molecules effusing through T. In this phase the
voltages on clcmcnts EC and Ll are held at ground so that
penetrating fields from these elements do not interfere with
Iiclds in the collision region and hence do not distort the
motion of the low energy electrons. During the “electrons
OFF” and “ions ON” cycle the voltage at G is reduced to -
0.05 V and the voltages on EC and LI are both raised to
approximately 50 V. L2 and L3 are set to approximately

170 V and 40 V rcspcctivcly  (not pulsed) to extract the O-
ions from the collision region.

3
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Fig. 2. A schematic diagram of the experimental setup to demonstrate the resonant attachment method

4.1. Computer Simulation For Water Vapor
0 - ions, even though the two processes occur at two
different time intervals of the experimental procedure. This

Ray tracing simulations were performed using the
curve serves to illustrate the eflkct of the electric fields on

SIMION  program [Ref. 6], for the attachment of water
the relative trajectories of the electron and ions during the

molecules by electrons with energies around 10.5 eV.
attachment and ion extraction cycles.

Figure 3 sh~ws the combined traje~tories of electrons and

Fig. 3. Ray tracing simulations using the SIMION  program for the attachment of water molecules by electrons

with energies around 10.5 eV. It shows the combined trajectories of both electrons and 0- ions.

During the attachment period, electrons arc accelerated arc attaching to the water molecules, the extraction cone
by the cylindrical grid (G biased at 50 V) and then (C) and the first lens LI are grounded in order not to disturb
decelerated and reversed at the surface of the tube (T biased the electrons trajectories. The simulations show that with
slightly negative). Electrons with the resonant energy am the present voltage conllguration,  the electrons are
available near the surface of the tube. While the electrons oscillating bctwccn the filaments and the tube. This
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“lrapping” cftcct allows  the electrons more than onc
opptmtunity  to get at(achcd to a water rnolcculc effusing
from the tube, thus enhancing its sensitivity.

During the ion extraction period, the grid and the tube
arc groumlcd to prevent intcrfcrcncc of the ion extraction
cycle by the electrons. The extraction cone as well as the
first clcctrodc of the Eirwcl  lens system arc biased

positively ( 100 V). The 0- ions arc launched at different
positions along the length of the tube with a thermal

energy of O. 14 eV at zero angle. This figure also shows O-
ions bcirrg extracted as they are fomd along the length of
the tube and then focused with the Einzel lens system into
the entrance aperture of the mass spectrometer. The
potentials on the Einzel lenses are Lt =100, L2 =400, and
L3 =60 V. Calculation of the equipotentials between the
filaments and the tube shows that the equipotential with 10
V is parallel and is at 1.5 mm from the surface of the tube.

5.  RESULTS
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Fig. 4. A mass spectrum of dissociative
attachment of 02 showing a peak at

corresponding to O-.
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ntie= 16

A mass spectrum corresponding to the negative ions
formed in dissociative electron attachment of 02 is shown
in Figure 4. The peak clearly visible at m/e= 16 corresponds

to O-. To dctcrrninc the analytical capability of this

(cchniquc. a scnsitivi(y  c u r v e -  was ob[~iinccl  u s i n g  (k

rncthod of s(andard  additions [Ret, 71. Mixtures 0102 in Nt
(99.99% purity) were prepared at various fractional
concentrations C (by particle density) from 1.0 (pure 0~ to

Ix I O-’”,rn a stainless steel vacuum systcm. All Iincs  were
thoroughly outgasscd to prevent contamination of the
mixtures during preparation. The 0ZN2 mixture was

transferred to the target region which was kept at 2x 10-7

torr pressure.

The 0- signal was measured as a function of C and the
sensitivity obtained from the slope of the standard-additions
plot. These results are shown in Figure 5. Errors in the
data represent the quadrature sum of the statistical counting
error, and the error in reading the pressure gauges used to
make up each fraction. They arc given at the 1.7 CT (90%)

contidcnce level. The 0- signal S(HZ) has a maximum
value S=21 kHz in the pure oxygen case (C= I ) then

decreases uniformly to a value of S=1.2 kHz at C = lxl O-10

(O. 1 ppb). Below the 10-10 concentration, the signal began
to fluctuate and a stable reading with the same 90%
confidence level was not obtained. Improvements to the
stability of the signals in order to increase the measured
sensitivity at low concentrations are being pursued.
Possible solutions include increasing the electron current
(with addition of more filarncnts)  and designing more
efficient ion extraction optics.

FRACTIONAL CONCENTRATION

Fig. 5. A sensitivity curve for detecting 0 - i n
various concentrations ot’ Oz in N2. The solid line
represents a Icast-squares tit to the data.
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5.1. \Vatcr Vapor Mcasurcmcnts  And
Ilxpcrimental Difficulties

F i g u r e  6 s h o w s  a m a s s  spcctrutn  obtainml  by
inlrmlucing moisture in the attachment region. T h e
spectrum corresponds to the ncgat ivc ions forrnccl  i n
dissociative electron attachment of water molcculcs  and the

peak at m/c= 16 corresponds to 0 - ions. H o w e v e r ,
sensitivity rneasurcments with water vapor were extrcrncly
difficult. The method of standard additions described above
for oxygen measurements requires stable mixtures over a
long period of time. It was not possible to achicvc this
with the present set-up duc to condensations of the water
along the transfer lines. This lcd to large instabilities of the
output signal, rendering the data unreliable. Consequently,
no sensitivity curve was obtained with water vapor despite
intense efforts to maintain a heated line to transfer tbc
water vapor into the vacuum chamber. Alternative methods
arc currently being explored.

1.2

1.0

:
N.-

76
E 0.6
b
z
~
.= 0.6
m

b

0.4

0.2

0.0

0- 
/H20

1.

m/e (amu)

Fig. 6. A mass spectrum of dissociative
attachment of H@, showing a peak at

corresponding to O-.

electron
mlc= 16

6. CONCLUSIONS AND DISCUSSION

A tcchniquc for rncasuring  trace quantities of oxygen
and rnoisturc contaminants present in a semiconductor and
containcrlcss  processing cnvironrncnt  has been dcvclopcd.

Calculil(it)n  show,s  Ihilt [his lcchniquc i s Capable,
Ihcorc[icully, t~t’ dc(cc[ing o x y g e n illld wd(er vapor

conccntra[ions  in the suh-ppt  ICVC1. The dcvicc, built to
demonstrate this tcchniquc,  measured a sub-ppb  sensitivity
Icvcl for oxygen, This ins[runlcn[ combines a small griddcd
electron ioni~cr  with ii compact mass spcctromctcr.  The
ionizer part itself is no Iargcr [ban a traditional Bayart-
Alpcrt ion gauge. The ion extraction optics and the mass
spcctromctcr  (QMA) represent the bulk of the mass. The

maximum operating pressure ( I 0-5 torr)  is primarily
dctcrmincd by the opcrirtion  of the QMA. In order for this
oxygen/moisture detector to bc widely applicable to
diffcrcmt indus[rics, such as in semiconductor
manufacturing, higher operating pressures (in the millitorr
range) need to bc achicvcd.  A rniniaturc assembly of several
quadrupolcs, capable of operating up to 10 rntorr [Ref. 8],
m a y  bc a possible solution. This quadmpole array,
mounted on a rnini-Conflate flange, makes it ideal to
interface to the ionizer. Furthermore, scaling down the
dimensions of the ionizer would decrease the path length of
the electrons and ions, thus allowing an increase in the
operational ambient pressure.
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